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a b s t r a c t

Many towns and cities consist of similarly sized buildings in relatively regular arrange-
ments with smaller scale roughness elements such as roofs, chimneys and balconies. The
objective of this study is to investigate how small scale roughness elements modify the
influence of the large scale organized roughness on the dispersion of a passive scalar in
a turbulent boundary layer. Wind tunnel experiments were performed using a passive
tracer released from a line source and concentration profiles were measured with a Flame
Ionisation Detector. The measurements are compared with numerical solutions of the
advection–diffusion equation.
The results show that decreasing the cavity aspect ratio increases the turbulent vertical
mass fluxes, and that the small scale roughness enhances these fluxes, but only in the
skimming flow regime. Numerical simulations showed that outside the roughness sub-
layer (RSL) the changes in surface roughness could be accounted for by a simple variation
of the friction velocity, but inside the RSL the spatial variability of the flow imposed by the
roughness elements has much more influence. A simple model for a spatially averaged
dispersion coefficient in the RSL has been developed and is shown to agree satisfactorily
with the concentrations measured in these experiments.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Pollutant emissions within the urban canopy have
a significant influence on urban air quality, and it is
therefore important to understand how pollutants are
transported and mixed within the urban canopy. This
depends strongly on the turbulence in the lower part of the
boundary layer, which in turn is influenced by the inter-
action between the wind and the obstacles which deter-
mine the effective roughness of the urban surface. It is often
ique des Fluides et
e de Lyon, INSA Lyon,
de Collongue, 69134

zzoni).

. All rights reserved.
assumed that an urban area acts on the overlying boundary
layer simply as a very rough surface, and there have been
many studies of the general problem of the dispersion of
a passive scalar in a rough wall boundary layer (Fackrell and
Robins, 1982; Raupach and Coppin, 1983; Coppin et al.,
1986). Various theoretical models have been developed for
dispersion from ground level sources in rough wall
boundary layers, but these all require empirical corrections
to give satisfactory results (Britter and Hanna, 2003).

In many urban areas the buildings tend to be of similar
size, to be spaced rather regularly, and with a characteristic
height H that can be a significant fraction of the boundary
layer depth d. So scalings obtained from similarity theory,
which assumes d> hs, where hs is some ‘effective roughness
length’ (Nikuradse, 1933), do not necessarily apply to urban
areas (Jiménez, 2004). The geometrical organization of
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large obstacles in the urban boundary layer can also influ-
ence turbulent fluxes in a way in which random surface
roughness does not (e.g. Davidson et al., 1995). There have
therefore been a number of studies aimed at characterizing
the dynamics of the roughness sub-layer (RSL) in urban
areas and forest canopies (Thom, 1971; Garratt, 1978;
Raupach et al., 1986; Rotach, 1995; Kastner-Klein et al.,
2004). Some studies have also been devoted specifically to
the question of the dispersion of pollutants in these flows,
and these were recently reviewed by Britter and Hanna
(2003).

The aim of this study is to investigate the influence of
wall roughness on the dispersion of a passive pollutant in
a neutral boundary layer. It is well known that in these
flows the aspect ratio H/W (W is the spacing between the
buildings) has a significant influence on the flow regime,
and it can be expected that it ought therefore to affect the
dispersion of a pollutant. In real life the roughness of the
large-scale elements is modified by the presence of smaller
scale elements such as roofs, chimneys and balconies, so we
investigate here how the addition of small scale roughness
modifies the influence of the large-scale obstacles. Detailed
measurements of the velocity field have already been
published in Salizzoni et al. (2008); here we investigate the
influence of wall roughness on the dispersion of a passive
tracer. Concentration profiles have been measured for
different source positions and roughness configurations,
and the results have been analysed using a combination of
analytical and numerical models.

The experimental arrangements and measurement
techniques are described in Section 2; the mathematical
model and associated numerical methods are presented in
Section 3, and the main properties of the velocity field,
which were presented in detail in Salizzoni et al. (2008) are
summarised in Section 4. Experimental and numerical
results are presented and discussed in Section 5.

2. Experimental set up

The experiments were performed in a closed-circuit
wind tunnel at the Laboratoire de Mécanique des Fluides et
d’Acoustique at the École centrale de Lyon. The test section
of this tunnel measures 9 m in length, 1 m in height and
0.7 m in width.

The boundary layer was generated using the method
suggested by Irwin (1981), with four spires, 0.4 m high,
upstream of the test section. Square section bars
U

Z

H

Wx=06m

Fig. 1. Overview of the wind tunnel installat
(60 mm� 60 mm) were placed normal to the wind, as
shown in Fig. 1, to simulate an idealised set of street
canyons. The aspect ratio of the cavities between the bars
could be varied, and measurements have been performed
for three configurations (H/W¼ 1, 2 and 1/2 – Configura-
tions 1, 2, and 3, respectively). The first two configurations
correspond to skimming flow and the third to wake-
interference flow (Oke, 1988). The influence of roughness at
roof level was investigated by adding small 2D roughness
elements (5 mm� 5 mm) to the tops of the bars. In all three
configurations the experiments were carried out first
without small scale roughness – Configurations 1a, 2a and
3a – and then with it – Configurations 1b, 2b, 3b. The
properties of the boundary layer in the test section are
described in detail in Salizzoni et al. (2008) and summar-
ised briefly in Section 4 of this paper.

Experiments were carried out with a line source located
at heights zs¼ 2H and zs¼ 3H above the ground, as shown
in Fig. 2a. The elevated line source (Fig. 2b) was based on
devices used by Kitabayashi et al. (1976) and Builtjes
(1984). It consists of a supply manifold (external diameter
5 mm) feeding 3 cm long hypodermic needles (internal
diameter of 0.25 mm) fitted at intervals of 10 mm. The
device was fixed in the wind tunnel with the needles
pointing downstream. The tracer gas supply was monitored
continuously, using a Brooks flow meter, and the experi-
ments were performed with a mass flux _M ¼ 8:43 mg s�1,
giving a mass flow rate per unit length _Mq equal to
12 mg s�1 m�1. The fluctuations in the mass flow rate were
less than 1%. The source was first tested in a uniform
velocity field to verify that the emission was homogeneous
in the spanwise direction, and that the emitted plume was
truly two-dimensional.

Even at the lowest source position (zs¼ 2H) the wake
from the source did not modify the turbulence at the level
of the tops of the obstacles. Calculations of the growth of
the wake behind the cylinder suggest that the width of the
wake becomes comparable with the width of the diffusion
plume from a point source at a dimensionless distance [x/
(d–H)] downstream of the source which varies for each
configuration, but which is always less than 1.6. This means
that all the profiles presented here have been measured in
the region in which the plume spread is dominated by
turbulent diffusion in the boundary layer, rather than by
the growth of the wake behind the cylinder.

Fluid velocities were measured by hot-wire anemom-
etry, with a single wire probe and an X-wire probe. Scalar
h
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x

ion. The base of the spires is at z¼H.
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illustrate the concentration profiles obtained by fitting Eq. (5) to the data, as
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concentrations were measured using a Flame Ionisation
Detector (FID), with ethane (C2H6) as the passive tracer. The
FID sampling tube was approximately 25 cm long, which
limited the frequency response of the instrument to about
300 Hz (Fackrell, 1980). The errors in the measured values
of the mean concentrations are estimated to be less than
1%, based on the measured values of concentration fluc-
tuations, and the number of values used to computed the
mean concentration.

Calibration drift of the FID was checked by computing
the quantity

_M1 ¼
Z d

0
uðzÞcðzÞdz

from the measured profiles of average velocity uðzÞ and
concentration cðzÞ. This term is approximately equal to the
total average mass flux per unit width across a vertical
section of the wind tunnel, given by:

_Mq ¼
Z d

0
½uðzÞcðzÞ þ u0c0�dz

where u0c0 is the turbulent mass transfer in the streamwise
direction. The total mass flux _Mq must be conserved; the
approximation to the total mass flux given by _M1 will also
be conserved, provided that u0c0 � uðzÞcðzÞ, that the flow
and dispersion are essentially two-dimensional along the
streamwise axis and that there is no drift in the hot-wire
used to measure the fluid velocities. It was not possible to
measure u0c0 directly, but this term is typically several
orders of magnitude smaller than uðzÞ cðzÞ (Coppin et al.,
1986). Spanwise profiles of mean horizontal velocity
(Fig. 4a) and concentration show that they are independent
of spanwise distance over most of the cross-section, and
the velocity profiles at the upstream and downstream ends
of the test section were measured at the beginning and end
of each set of experiments to check that there had not been
any drift in the anemometer. It therefore seems reasonable
to conclude that _M1 should be conserved with streamwise
distance and with time, that any variation in _M1 will be due
to drift in the FID calibration, and that the invariance of _M1

can be used to correct the drift.
Vertical profiles of fluid velocity and tracer concentration

were measured at various distances downstream of the
source; velocity profiles were measured both on the
centreline of the cavity and over the top of the obstacles
whilst each concentration profile was located on the
centreline of a cavity. Some examples of the concentration
profiles are shown in Fig. 3 for the obstacle Configuration 3a.
The most upstream measurement point was located about
6 m downstream of the vortex generators; this is more
than 12 times the height of the spires, and is sufficient to
ensure that the turbulent structures generated by the
spires have reached a quasi-equilibrium state. As a result
the change in the boundary layer depth Dd over the test
section is small compared with the boundary layer thick-
ness d.

3. Mathematical model and numerical methods

We consider a line source of a passive scalar, discharging
into a steady turbulent flow, with mean velocity profile
uðzÞ. We assume that the flow properties do not vary with
the downstream distance, that there is no variation in the
spanwise direction, that the effects of the molecular diffu-
sion are negligible and that the turbulent fluxes can be
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Fig. 4. Velocity field for Configuration 3a. a) Spanwise profile of the mean horizontal velocity at z¼ 3H. b) Vertical profile of the mean horizontal velocity.
c) Vertical profiles of Reynolds stress, measured at the cavity centre (stars) and above an obstacle (diamonds).
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modelled by a gradient diffusion term with a diffusivity K(z)
which depends only on the vertical position z. Strictly
speaking K should also depend on x, to model the near-field
correctly, but we will be comparing the results with
experimental profiles measured far enough downstream
that K has become independent on x, so we would have no
way of inferring or testing the dependence on x from our
measurement. The time-averaged advection–diffusion
equation can therefore be written as:

u
vc
vx
þ v

vz
K

vc
vz
¼ 0 (1)

We have assumed that this equation can be applied to the
experiments presented here, and we have solved it
numerically, using a velocity profile uðzÞ obtained by fitting
an analytical curve to the measured velocities, as described
in Section 4.

To solve Eq. (1) numerically, we first write the equation
in dimensionless form, using normalised vertical (h) and
horizontal (x) co-ordinates, where:

h ¼
�

z� H
d� H

�
x ¼

� x
d� H

�
The normalised version of Eq. (1) then becomes:

Uþ
v

vx
cþ v

vh
Kþ

vc
vh
¼ 0 (2)

where UþðhÞ ¼ uðzÞ=UN and Kþ(h)¼ K(h)/[UN(d–H)].
With this normalisation the lower limit of the compu-

tational domain h¼ 0 is fixed at the obstacle top, i.e. at
z¼H. The definition of the position of the lower boundary
is not simple – many previous studies (e.g. Belcher et al.,
2003) have shown that the origin of the velocity profiles
should be taken at the displacement height d rather than at
the top of the obstacles, so it could be argued that the
displacement height should also define the lower boundary
of the concentration field. But there are also good physical
arguments for applying the boundary condition of zero
vertical flux (vc=vh ¼ 0) at the top of the obstacles, rather
than at the displacement height. Over the obstacles
themselves, the boundary condition must apply at the top
of the obstacles (i.e. at z¼H). Over the cavities between the
obstacles it would be possible, in principle, to have a net
flux into or out of the cavity. But in steady state conditions
the concentration within the cavities must be constant
with time, and since the flow is assumed to be two-
dimensional, and the cavities are not connected to each
other in any way, there can be no net diffusive flux of
pollutant into or out of the cavity. Measurements of the
velocity field above a cavity show that the mean stream-
lines do not penetrate into the cavity, so there is no mean
advective transport of pollutant across the surface z¼H
(Salizzoni, 2006). The vertical profiles of concentration
plotted in Fig. 3 show that this is true even for wake-
interference flow; at all distances downstream of the
source, the concentration within the cavity is uniform with
height, and the concentration gradient at the top of the
cavity (z¼H) is equal to zero.

Eq. (2) was solved using a pseudo-temporal finite volume
method, iterating until the solution converged to a stationary
state. The advection term was integrated with an explicit
forward-in-time scheme (Bott, 1989a,b; Thuburn, 1997), and
the diffusion term was computed by the semi-implicit
Crank–Nicholson scheme (solved by the Thomas algorithm).
The boundary conditions were defined as follows:

� at the outlet, a Neumann condition was imposed:

vc
vx
¼ 0
� at the lower (h¼ 0) and upper (h¼ 1) boundaries of the
domain, a Neumann condition was also used:

vc
vh
¼ 0
� at the inlet boundary, a Dirichlet boundary condition
was set

c ¼ cðhÞ
where the function c ¼ cðhÞ was obtained by fitting
a double Gaussian profile (Eq. (5)) to the measured profile.



Table 1
Wind field parameters – UN¼ 6.75 ms�1, d¼ 500 mm , H¼ 60 mm

Configuration
(H/W)

z0/d u*/UN d/H d/hs n h�¼ z��H
d�H hr ¼ zr�H

d�H

1a (1) 0.00062 0.049 0.95 53.22 0.18 0.022 0.136
2a (2) 0.00026 0.044 0.98 126.92 0.17 0 0.136
3a (1/2) 0.0034 0.061 0.87 9.70 0.26 0.136 0.22
1b (1) 0.0018 0.053 1.02 27.96 0.23 0.022 0.136
2b (2) 0.0007 0.050 1.02 47.14 0.21 0 0.136
3b (1/2) 0.0034 0.06 0.87 9.70 0.26 0.136 0.22
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The results presented here were obtained using a grid of
10 626 cells; to verify that the results were independent of
the grid resolution we also repeated some simulations with
a grid of 1067 220 cells, and the results were identical. We
therefore conclude that the coarser resolution is adequate
for these simulations.

4. Flow field

The configurations used in these experiments are
similar to those reported in Salizzoni et al. (2008), which
provides a detailed description of the wind field. The only
major difference between those experiments and the ones
reported here concerns the number and dimension of the
spires at the entrance to the test section. The experiments
in Salizzoni et al. (2008) were performed with 3 spires,
each 500 mm high, whereas here we have used 4 spires,
each 400 mm high. By reducing the dimensions of the
spires we managed to generate a turbulent boundary layer
in quasi-equilibrium (i.e. d £ const) over a large part of the
test section. This was verified by comparing velocity
profiles measured at x¼ 0 and at x¼ 2600 mm (close to the
end of the test section). In these conditions the depth of the
boundary layer was equal to about 500 mm (compared
with 600 mm for 3 spires), and it remained constant over
a distance equal to about five times the depth. So in the
region above the roughness sub-layer the distance down-
stream of the source is the only relevant streamwise scale
for the dispersion of a passive scalar.

For all other aspects the two velocity fields are similar
and all the features discussed in Salizzoni et al. (2008)
apply here. The mean flow is two-dimensional (Fig. 4a) and
the vertical profiles of the mean horizontal velocity are
independent of the streamwise coordinate, i.e. U¼U(z). In
the lower part of the domain, the vertical profile of the
mean velocity has a logarithmic form (Fig. 4b):

uðzÞ
u�
¼ 1

k
ln
ðz� dÞ

z0
(3)

For each profile, the value of the friction velocity
u� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
�u0w0
p

was estimated from the average value of u0w0

in the inertial region (IR) (Fig. 4c), and the roughness length
z0 and the displacement height d were obtained by fitting
the logarithmic profile to the measured vertical velocity
profile, by the method of least squares, using the previ-
ously-estimated value of u*. The values of these parameters,
for each configuration, are given in Table 1; the uncer-
tainties in the estimations of these parameters are dis-
cussed in detail in Salizzoni et al. (2008).

We divide the flow field into three-layers – the rough-
ness sub-layer (RSL), the inertial region (IR) and the outer
region – as shown in Fig. 4c. The inertial region is defined as
the layer over which the Reynolds stresses are constant; the
upper limit of this layer is referred to as zr and the lower
limit is referred to as blending height z*, defined as the lower
limit of the constant stress region. The normalised forms of
these heights hr¼ (zr–H)/(d–H) and h*¼ (z*–H)/(d–H), are
given in Table 1. These values show that the addition of
small scale roughness does not change the thickness of
either the RSL or the IR, but the thickness of these layers
depends on the large scale roughness; as it increases, h* and
hr both tend to increase, but at different rates, so that the
thickness of the IR¼ hr–h* actually decreases.

The values of the effective roughness length hs have
been calculated from the roughness length assuming that
hs¼ 30z0 (Jiménez, 2004). Although the ratio d/hs is far from
the asymptotic conditions required by similarity theory, the
scaling of the velocity profiles agrees well with that given
by similarity theory (Salizzoni et al., 2008) – the turbulence
above the obstacles depends only on u*, d and (z–d). This is
true for almost the entire depth of the boundary layer,
except for the lowest part in the RSL.

The velocity profile can also be modelled using a power
law of the form:

uðzÞ
UN

¼
�

z� H
d� H

�n

(4)

which has the advantage over the logarithmic profile of
providing a better approximation to the velocity profile in
the outer part of the boundary layer, as illustrated in Fig. 4b.
We have therefore used this form for the velocity profile in
our numerical simulations, with the values of n obtained
from a least squares fit to the measured velocities; the
computed values of n are given in Table 1. Strictly speaking,
it would be more appropriate to use the displacement
height d (rather than H) for the origin of the velocity
profiles, and since the velocity profile is imposed in our
numerical model there is no practical impediment to the
use of d. But a comparison of the velocity profiles obtained
by fitting the power-law profile to the data showed that
there was so little difference in the profiles obtained with
the two origins that we have chosen, for convenience, to
assume a common origin at z¼H.
5. Experimental and numerical results

Vertical profiles of mean concentration have been
measured at different distances downwind of the source.
The results for Configuration 3b are very similar to those of
Configuration 3a and so are not plotted here. In all the
figures the concentrations are expressed in normalised
form:

C� ¼ c UNðd� HÞ= _Mq

As can be seen in Fig. 5a, the mean concentration at the
source height zs does not vary significantly with the wall
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roughness; the spread in centreline concentrations close to
the source does not correlate with roughness values, or
with possible differences in the mean velocity at source
height. However, the concentrations at the height of the
obstacles vary significantly with the roughness configura-
tion, as can be seen in Fig. 5b, for a source located at zs¼ 2H.

To quantify the vertical spread of the plume as a func-
tion of distance downstream from the source we have
assumed that the vertical concentration profile at any
streamwise position can be modelled using a Gaussian
profile with an image source to account for the presence of
a solid boundary:

cðx;zÞ ¼
_Mqffiffiffiffiffiffi

2p
p

szU

"
exp

(
�ðz� zsÞ2

2s2
z

)
þexp

(
�ðzþ zsÞ2

2s2
z

)#

(5)

where _Mq is the mass flow rate per unit length, zs is the
source height and sz is the vertical spread. This profile is
a solution of the simplified advection–diffusion equation
(Eq. (1)) for the idealised case of a pollutant dispersing in
a uniform mean flow with homogeneous turbulence.
Although the conditions in these experiments are signifi-
cantly different, Eq. (5) provides a robust method for esti-
mating values of sz, and hence quantifying the effects of
surface roughness. To obtain an estimate of sz, the theo-
retical concentration profile Eq. (5) has been fitted to the
measured profiles using the method of least squares, and
taking the velocity at the source height ðU ¼ uðzsÞÞ. The
regression coefficients R2 obtained using this approach are
greater than 0.87 in all cases.

The profiles of plume spread for the different configu-
rations (Fig. 6a) show that the spread increases as the cavity
aspect ratio H/W decreases; this corresponds to an increase
in the spacing between the obstacles (since H is kept
constant) and therefore to an increase in the effective
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Fig. 5. Streamwise evolution of the mean concentration for an elevated line sou
concentration at the obstacle top z¼H.
roughness length hs, as can be seen from Table 1. Physically,
an increase in the obstacle spacing enhances turbulent
mixing in the boundary layer, and thus increases the
turbulent diffusivity, leading to larger values of sz. The
same argument also explains the effect of adding small
scale roughness, which increases turbulent mixing, and
results in larger values of sz. There is an important limit to
this effect, though. Velocity measurements (Salizzoni et al.,
2008) show that the addition of small scale roughness
increases turbulent intensities for cavity aspect ratios
greater than 1 (Configuration 1 and Configuration 2) but
once the aspect ratio falls below 1 (Configuration 3), the
cavities become so wide that the influence of the small
scale roughness is greatly reduced. This is reflected in the
fact that the roughness lengths for Configurations 3a and
3b are the same (Table 1) and that the plume spread for
Configurations 3a and 3b is identical.

The influence of the diffusivity on the plume spread can
also be seen in the way in which sz varies with source
height (Fig. 6b); as the source height decreases the vertical
spread increases, and this is equally true for configurations
with and without the small scale roughness (1b and 1a
respectively). However it should be remembered that as
the source height decreases, the plume is dispersing in
a flow with an increasingly strong mean shear; the velocity
gradient itself will contribute to spreading the plume, and
will increase the effectiveness of the small scale turbulence
in the flow (Taylor, 1954).

5.1. Numerical simulations

In order to investigate the effects of inhomogeneity in
the mean flow and the turbulence on the dispersion of
a plume of a passive scalar we have simulated the experi-
ments, solving Eq. (2) numerically and using the measured
profile for the mean velocities. It is also necessary to supply
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Fig. 6. a) Plume spreading for increasing distances from the source for zs¼ 3H. b) Effect of the source height on the plume spread: Configurations 1a and 1b. The
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a profile for the dispersion coefficient; in general, this can
be expressed as the product of a velocity and a length scale:

KðzÞ ¼ yðzÞ[ðzÞ

so the problem consists of finding the most suitable velocity
and length scales for diffusion in a rough boundary layer, and
investigating how those scales depend on surface roughness.

Physical reasoning (Belcher et al., 2003) suggests that,
close to the wall, K(z) should scale on the friction velocity u

*
and on a length scale [, which will be related either to the
distance from the top of the obstacles (z–H) or to the size of
the roughness elements H. Further away from the wall, K(z)
should approach a constant value, scaling on the friction
velocity and the boundary layer depth (d–H). There are
some measurements in the atmospheric boundary layer
(Clarke, 1970) as well as in wind tunnels that support this
scaling (Fackrell and Robins, 1982). Based on these argu-
ments we have divided the boundary layer into two
regions – a lower region which extends from the top of the
obstacles to the upper limit of the inertial region
(0< h< 0.15) and an outer region (0.15< h< 1), so Kþ(h)
then takes the form (Fig. 13):

0 < h < h1 KþðhÞ ¼ k
u�
UN

h (6)

h1 < h < 1 Kþ ¼ a
u�
UN

(7)

where k is the von Kármán constant, a is another constant,
to be determined, and h1¼ a/k is determined from conti-
nuity of the diffusion coefficient. According to wall simi-
larity theory, a should be constant for all boundary layer
flows, provided that the ratio d/hs is sufficiently large
(Jiménez, 2004). This is equivalent to saying that conditions
in the outer region are independent of the details of the
surface roughness, provided that the boundary layer depth
is very much thicker than the effective roughness length. In
our experiments the ratio d/hs (see Table 1) is large
(particularly in Configurations 1 and 2) but not really large
enough to ensure that wall similarity applies. So we can
expect that a will take similar values for Configurations
1 and 2, but that it might take a different value for
Configuration 3. The value of a was determined by per-
forming simulations with a range of different values, and
selecting the one that gave best agreement with the
measured profiles. On this basis we obtained – for Config-
urations 1 and 2 – a¼ 0.05� 0.005 which agrees well with
the values proposed by Clarke (1970). The corresponding
value of h1 is 0.125 which is close to the value for the outer
limit of the inertial layer (hr¼ 0.136) obtained from
measurements of the Reynolds stress (Table 1).

In this model we also assume that the diffusion coeffi-
cient remains constant throughout the external region of
the boundary layer, rather than decreasing as the turbulent
intensity diminishes to the free stream value. But we have
verified that the results of the simulations are not sensitive
to the value of the dispersion coefficient in the upper part
of the outer region (h> 0.8) and this is because most of the
plume spreading is confined to the lower part of the
boundary layer (h< 0.8).

It is worth noting that this decomposition of the
domain neglects the presence of the RSL in the lower part
of the boundary layer, i.e. between the top of the obsta-
cles and the blending height. This implies that the
dispersion coefficient is a function of the vertical coordi-
nate h only.
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The computed concentration profiles are plotted in Figs.
7–12 together with the data.

The vertical profiles of concentration for Configuration 1
are plotted in Fig. 7 (zs¼ 3H) and Fig. 8 (zs¼ 2H) together
with the results of the numerical simulations. In all cases
the addition of small-scale roughness enhances the diffu-
sion close to the top of the obstacles, and increases ground
level concentrations. For a source height (zs¼ 2H) this
effect is most noticeable close to the source (x¼ 1.63 and
x¼ 2.45) because the concentration gradient at ground
level is greatest at these positions. As the distance from the
source increases, the concentration profile close to the top
of the obstacles becomes almost uniform, and the thickness
of this layer increases with distance. The growth of this
layer is related to the rate at which pollutant is mixed down
to the ground, and hence to the diffusivity close to the top
of the obstacles. Close to the source this layer is much
thicker for Configuration 1b, indicating that the small-scale
roughness has increased the diffusion significantly. Further
downstream the two profiles become similar, because the
diffusivity for the case without small-scale roughness has
had time to act on the pollutant. The two profiles of
measured concentration are closest for x¼ 3.81. The addi-
tion of small-scale roughness also results in an increased
diffusion above the plume centreline, most notably close to
the source (x¼ 1.63 and x¼ 2.45). This effect is in fact due to
the way in which the small scale roughness modifies the
mean velocity profile, so it is really due to the influence of
small scale roughness relatively far upstream of the source;
the addition of the small scale roughness reduces the
velocities close to the top of the obstacles (the exponent n
in the velocity profile increases from 0.18 to 0.23) so that
the travel time of the pollutant from the source to the
measurement position increases. The diffusion scales on
the friction velocity, which increases with increasing
roughness, so that the two effects combine to increases the
plume spread above the plume centreline as well as close to
the top of the obstacles. The increased diffusion away from
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the plume centreline, upwards and downwards, also
explains why the peak concentration decreases with
increasing roughness. The results from the numerical
simulations agree reasonably well with the data, for both
Configuration 1a and 1b. The increase in surface roughness
is included in the numerical model through the form of the
imposed velocity profile – which is that measured
upstream of the source – and the measured value of the
friction velocity, which is used to scale the diffusion coef-
ficient. The numerical profiles show that the concentration
varies very rapidly close to the top of the obstacles, and it
might seem that the computed profiles do not satisfy the
imposed bottom boundary condition ðvc=vh ¼ 0Þ; an
enlargement of this part of the profile, however, confirms
that the boundary condition is indeed satisfied.

The vertical profile for Configuration 1 and a source
height zs¼ 3H are shown in Fig. 8. Because the source is
further from the top of the obstacles, the pollutant has
only just been mixed down to the canopy top at x¼ 1.63
and the plume is almost symmetrical about the centre-
line. As for the source height zs¼ 2H, the additional small
scale roughness increases diffusion both close to the top
of the obstacles and at the upper edge of the plume; as
the plume moves downstream the effects of the small
scale roughness becomes more pronounced – the
concentrations at the obstacle height for Configuration 1b
are much higher than those for Configuration 1a, and the
‘well-mixed’ region close to the top of the obstacles
extends further. Despite the increases in concentration
close to the top of the obstacles the peak concentration is
higher for Configuration 1b than it is for Configuration
1a; at first sight this might seem paradoxical, since the
total mass flux must be conserved, and it might be
thought that, therefore, the peak concentration should
decrease to compensate for the higher concentrations
close to the tops of obstacles. In fact, the increased
roughness reduces velocities in the lower part of the
boundary layer, and in order to conserve the mass flux,
the concentrations in this region have to increase to
compensate for the decrease in velocity. The numerical
solutions agree reasonably well with the data for the
concentrations above the centreline, but the agreement is
less satisfactory close to the top of the obstacles; for
Configuration 1a the numerical simulation over-estimates
the near-ground concentrations slightly, whereas for
Configuration 1b it under estimates them.
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The vertical profiles of concentration for Configuration 2
(H/W¼ 1/2) are shown in Fig. 9 (for a source height zs¼ 2H)
and Fig. 10 (for zs¼ 3H). The profiles are similar to those for
Configuration 1 (H/W¼ 1), which can be explained princi-
pally by the fact that the flow regime (skimming flow) is
the same for both configurations. However there are also
some important differences. Close to the source the
concentrations at the tops of the obstacles for Configura-
tion 2 are significantly lower than those for Configuration 1,
although the profiles have been measured at the same
distance downstream of the source (x¼ 1.36). Much further
downstream the concentration profiles are identical, so the
long time diffusion for the two configurations is the same,
and does not depend on the small-scale roughness. The two
configurations differ in the width of the cavities between
the obstacles – the cavities in Configuration 2 are half the
width of the cavities in Configuration 1. The mixing close to
the top of the obstacles will depend principally on the
turbulence generated in the mixing layer at the top of each
cavity. And since the characteristic size of the eddies in
a mixing layer increases with distance from the origin, the
turbulent intensity at the cavity top will increase with the
width of the cavity. So the mixing at the obstacles height in
Configuration 2 is less than in Configuration 1 for two
reasons: firstly, the cavities are shorter in Configuration 2
and secondly, for the same distance downstream from the
source, more of the lower boundary is occupied by the tops
of obstacles than in Configuration 1. Further downstream
the plume diffusion is dominated by the large-scale struc-
tures in the boundary layer, which are not influenced by the
detailed structure of the boundary, so the concentration
profiles become similar, and independent of the small scale
roughness.

The concentration profiles for the wake-interference
regime (Figs. 11 and 12) show that the small-scale rough-
ness has negligible influence on the concentrations. The
profiles obtained by solving the advection–diffusion equa-
tion with a two-layer diffusivity (KIR) underestimate the
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concentrations close to the top of the obstacles, except for
the two profiles further downstream (x¼ 4.09 and x¼ 4.91)
for a source height of 2H, for which the numerical model
over-estimates the concentrations. The RSL is much thicker
in this configuration and its influence on the dispersion
must be taken into account. Other studies have already
shown that the momentum diffusivity in the RSL is greater
than that given by a simple linear increase in diffusivity
with distance from the boundary, as in the inertial layer,
and this has been attributed to the presence of large scale
structures (Raupach et al., 1980; Bandyopadhyay and
Watson, 1988). In our experiments this additional diffu-
sivity must come from the large-scale roughness elements
rather than the small scale roughness, since the concen-
trations do not change with small scale roughness. The
structures that are primarily responsible for this will be
those formed in the wakes of the large obstacles. To include
these effects we assume that the diffusivity in the RSL is
constant with height, and uniform in the horizontal plane,
so that it represents a form of spatially averaged (Raupach
and Shaw, 1982) diffusion coefficient for the RSL. We
assume that the diffusion coefficient for the RSL scales on
the height of the obstacles and the friction velocity, so that
Kþ takes the form (Fig. 13):

0 < h < h1 Kþ ¼ k
H

d� H

u�
UN

(8)

h1 < h < h2 KþðhÞ ¼ k
u�
UN

h (9)

h2 < h < 1 Kþ ¼ a
u�
UN

(10)

The use of a constant diffusivity for the roughness sub-layer
is probably a simplification – this corresponds to a constant
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length scale for the turbulence in the RSL, independent of
distance from the tops of obstacles, whereas wind tunnel
(Salizzoni, 2006) and open field (Christen et al., 2007)
measurements show that the integral length scale
increases linearly with distance from the tops of obstacles.
But the diffusivity will not go to zero at the tops of the
obstacles, because of the influence of the turbulence
generated in the mixing layers over the cavities, and it is
possible that the increase in length scales over the depth of
the RSL is small enough for the diffusivity to be modelled
satisfactorily by a constant value.

In the outer region a¼ 0.07; this was obtained using
a similar approach to that adopted for the two-layer
model. We have assumed that the appropriate length
scale for the diffusivity in the RSL is the obstacle height H,
and that the length scale in the region between the
RSL and the outer region varies linearly with distance
from the canopy top. Then continuity of the diffusion
coefficient implies that h1¼H/(d–H)¼ 0.137. As before,
continuity of the diffusion coefficient at the interface
between the outer region and the IR requires h2¼ a/k;
simulations were carried out with different values of
a (and hence h2) to choose the value that gave the best
agreement with the data. On this basis we obtained
a¼ 0.07� 0.005, from which h2¼ 0.175 which is a bit less
than the value obtained for the outer limit of the inertial
layer from Reynolds stress measurements hr¼ 0.22 (Table 1).
For all three configurations, the outer limit of the variable
diffusion coefficient is slightly less than the corre-
sponding value for the boundary of the IR. The value of
a¼ 0.07 is slightly higher than the corresponding value
for Configurations 1 and 2 (where a¼ 0.05) and indi-
cates that in this regime (wake-interference) the diffu-
sion in the outer region is enhanced by the large scale
roughness. This also shows that the value of d/hs is not
large enough to ensure that wall similarity applies.
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The concentration profiles plotted in Figs. 11 and 12
show that the three-layer model for the diffusivity gives
a much better prediction of the measured concentrations,
particularly close to the tops of the obstacles. In general the
three-layer diffusivity (KRSL) reproduces the concentrations
at the tops of the obstacles rather well, and much better
than the two-layer model KIR, for both source heights and
all positions downstream of the source. The only noticeable
difference between the data and the simulations occurs for
a source height zs¼ 2H at a distance downstream x¼ 4.09,
for which both models (KRSL and KIR) overestimate the
concentration at the obstacle top.

The three-layer model also provides reasonable
predictions of the concentrations throughout the RSL; the
only exception to this occurs close to the source, for
a source height zs¼ 2H (Fig. 12), where the concentrations
are underpredicted. This is probably due to the use of
a constant diffusivity in the RSL; the source is located at the
top of the RSL (hs¼ zs/(d–H) w 0.137) and the near-field
diffusion will be very sensitive to the form of the diffusivity
profile. The simulation with the two-layer diffusivity profile
(KIR), for which the diffusivity varies linearly with distance
from the obstacle tops, reproduces the form of the
concentration profile correctly, but the concentrations are
too low. So a linear profile of diffusivity, with a non-zero
value at the obstacle height, would probably improve the
near-field concentration profile for the lower source.

6. Conclusions

The influence of roughness on the dispersion above
a series of cavities has been studied using wind tunnel
experiments and numerical simulations. Different wall
roughnesses were obtained by varying the cavity aspect
ratios H/W and by adding smaller scale roughness at the top
of the bars. As expected, decreasing the cavity aspect ratio
induces higher turbulent mass fluxes. The addition of small
roughnesses enhances the turbulent fluxes, but only in the
skimming flow regime, where the large-scale obstacles are
packed sufficiently closely together. This is similar to what
has been observed in velocity measurements (Salizzoni
et al., 2008).

Numerical simulations have been performed, assuming
a turbulent diffusivity K(z)¼ [(z)v(z). Based on similarity
theory, the domain was decomposed into three regions
(outer layer, inertial layer and roughness sub-layer) and
appropriate scalings for v(z) and [(z) were defined for each
layer. Comparisons with data show that a first order model
for the dispersion coefficient can provide reasonable esti-
mates for dispersion.

In the numerical simulations, the role of the wall
roughness was taken into account only by varying the
friction velocity. This suggests that the dispersion process
within the boundary layer flow is not directly related to the
spatial scale imposed at the wall but mainly to the char-
acteristic scaling of the boundary layer flow. The results
show that outside the RSL the dispersion coefficient only
scales on d, z and u*, as predicted by similarity theory. This
conclusion is valid for sufficiently deep plumes, whose
extent exceeds the typical roughness length scale. This does
not hold in the RSL, where the inhomogeneities in the flow
become important. In the wake-interference regime
the obstacles have much more influence on the flow – the
thickness of the RSL increases by a factor of 6, and the
height of the upper limit of the inertial layer by a factor 1.5.
The influence of the obstacles extends further up into
the flow, and this is reflected in an increased value of the
integral length scale used to estimate the diffusivity in the
outer region – a increases from 0.05 for skimming flow to
0.07 for the wake-interference regime. A simple model for
a spatially averaged dispersion coefficient in the RSL has
been proposed, which provides a good prediction of
concentrations at the top of the modelled urban canopy.
The results from simulations of scalar dispersion suggest
that the enhanced diffusivity within the RSL is due to an
increase in the integral length scale. In the wake-interfer-
ence regime, this seems to scale with the obstacle height, H,
but the near-field measurements for a source close to the
ground suggest that a linear profile with a non-zero value
at the obstacle tops might be an even better model.

The proposed model for dispersion in the RSL has only
been tested for a few very simple geometries, and it needs
to be tested for more complex configurations.

Appendix. Supplementary data

Supplementary data associated with this article can be
found in the online version at doi:10.1016/j.atmosenv.2008.
07.057.
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